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Abstract  

The increasing use of cryptocurrencies has changed the dynamics of investment, presenting both opportunities and challenges for 

investors. Although various studies have compared the performance of Long Short-Term Memory (LSTM) and Gated Recurrent 

Unit (GRU) in predicting financial asset prices, there are still differences in results regarding which model is superior. Therefore, 

this study aims to compare the performance of LSTM and GRU in predicting Ethereum prices using a hyperparameter tuning 

approach. The data used is historical data of Ethereum (ETH) shares from 2020 to 2025. The research methodology includes data 

preprocessing using Min-Max scaling, model development with various layer configurations, and comprehensive evaluation using 

several performance metrics. The results show that the GRU Model provides superior performance with a lower Root Mean 

Squared Error (RMSE) of 0.0234 and Mean Absolute Error (MAE) of 0.0168, compared to LSTM's RMSE of 0.0265 and MAE 

of 0.0193. While LSTM exhibits a slightly better Mean Absolute Percentage Error (MAPE) of 18.08% compared to GRU at 

18.17%, the GRU model achieves a higher R² Score of 0.9442 compared to LSTM at 0.9282. Visual analysis of the prediction 

patterns and residual distributions further demonstrates GRU’s more consistent and accurate performance in capturing Ethereum 

price movements. These findings suggest that while both models are effective for cryptocurrency price prediction, GRU offers 

slightly better overall performance and stability, especially in maintaining consistent prediction accuracy across different market 

conditions. 
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1. Introduction 

The development of its message and the increasing use of cryptocurrencies have changed the dynamics of 
investment, bringing opportunities and challenges for investors (Qi et al., 2025). Currently in the era of disruption 4.0, 
one of the interesting things in Indonesia is related to the presence of Crypto Investments such as Bitcoin (digital 
currency), where this is one of the economic indicators that can influence the global economy (Jubaedah et al., 2022). 
Ethereum, as one of the popular digital currencies, enables global value transactions without dependence on a single 
authority due to its decentralized nature (Abdiwi, 2024).  

As a decentralized digital asset, Ethereum enables transactions without intermediaries, making it an attractive 
option for investors and blockchain technology developers (Sumathy, 2023). However, many investors suffered huge 
losses with the collapse of the ethereum coin in 2022 (Kale, 2022). In this case, deep learning approaches such as 
Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) become potential solutions to capture historical 
Ethereum price patterns. 

The results of Rahmadeyan's (2024) research show that the application of Long Short-Term Memory (LSTM) and 
Gated Recurrent Unit (GRU) is able to build an accurate model. Based on the implementation results, GRU proved to 
be the best model with a Mean Squared Error (MSE) value of 4958.9168, Root Mean Squared Error (RMSE) of 
70.4195, and Mean Absolute Percentage Error (MAPE) of 1.1699%. Penelitian Khairunisa dan Hendikawati (2024) 
menunjukkan bahwa GRU lebih akurat dibandingkan LSTM, dengan RMSE 34.4233 dan MAPE 1.27%, sementara 
LSTM memiliki RMSE 35.3775 dan MAPE 1.28%. 
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Although various studies have compared the performance of LSTM and GRU in predicting financial asset prices, 
there are still differences in results regarding which model is superior. In addition, several previous studies have not 
optimized the model with hyperparameter tuning thoroughly, so the best performance potential of both models has not 
been fully explored. Therefore, this study aims to compare the performance of LSTM and GRU in predicting 
Ethereum prices with a hyperparameter tuning approach. 

2. Methodology 

This study aims to compare the performance of Long Short-Term Memory (LSTM) and Gated Recurrent Unit 
(GRU) models in predicting Ethereum prices using a deep learning approach. The study was conducted through 
several main stages, namely data collection, preprocessing, model building, hyperparameter tuning, model evaluation, 
and result analysis. 

2.1. Data Collection 

The data used in this study were obtained through web scraping techniques using the yfinance library from Yahoo 
Finance. The data collected includes the closing price of Ethereum in the period 2020-01-01 to 2025-01-31. because 
the closing price is often used in market analysis and financial asset price prediction models. The closing price 
movement of Ethereum (ETH-USD) from 2020 to 2025 will be shown in figure 1. 

 

 
Figure 1: Ethereum (ETH-USD) closing price movement from 2020 to 2025 

 
At the beginning of the period, the price of Ethereum experienced a gradual increase until mid-2021, where there 

was a sharp spike that peaked above 4000 USD. After that, the price experienced high volatility with several 
significant corrections, especially in 2022, where the price dropped drastically below 1000 USD. Entering 2023, the 
price began to recover and showed a moderate upward trend. In 2024 to 2025, the price of Ethereum again 
experienced fluctuations with several peaks and corrections, indicating a pattern of volatility that continued during 
that period. 

2.2. Data Preprocessing 

Before the data is processed for model training, a preprocessing stage is carried out to ensure that the data has 
optimal quality and consistency (Jo, 2019). The data is checked for the presence of missing values or anomalies, and 
if any are found, the linear interpolation method is applied to fill in the gaps. To prepare the data for both the Long 
Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) models, it is transformed into a suitable format using 
the sliding window method, enabling the models to capture historical patterns in a time series format. The final step is 
normalization using the Min-Max Scaling method, which restructures data values within the range [0,1] (Raju et al., 
2020). This normalization is applied using the following formula: 
 

 ́=
      

         
 (1) 

 
Where  ́ is the data value after normalization,   is the original value, and      and      are the minimum and 

maximum values in the dataset. 
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2.3. Hyperparameter Tuning  

In this study, hyperparameter tuning was performed to optimize the performance of both models. Keras Tuner was 
used with the Hyperband method, which is an optimization technique based on Successive Halving. Some of the main 
hyperparameters that were tuned include the number of units in each GRU layer, the dropout rate, and the learning 
rate of the Adam optimizer. The number of units in the first GRU layer was determined in the range of 32 to 256, 
while the second layer was in the range of 32 to 128, with a step of 32. In addition, dropout was applied to reduce the 
risk of overfitting, with the optimized value in the range of 0.1 to 0.5. The learning rate, which plays a role in 
determining the speed of model convergence, was tested with values of 0.01, 0.001, and 0.0001. To improve training 
efficiency, the Early Stopping and ReduceLROnPlateau strategies were used. Early Stopping stops training if the 
validation loss does not improve for five consecutive epochs, thus avoiding unnecessary training. Meanwhile, 
ReduceLROnPlateau reduces the learning rate by 50% if there is no performance improvement in three consecutive 
epochs, which helps the model achieve more stable convergence.  

2.4. Model Development 

Model development in this study was carried out based on the results of the hyperparameter tuning process using 
Keras Tuner with the Hyperband method, which aims to find the best combination of parameters for the Long Short-
Term Memory (LSTM) and Gated Recurrent Unit (GRU) models. The model built consists of two GRU/LSTM layers 
with different units and dropout to avoid overfitting. The following table shows the results of hyperparameter tuning 
for both models: 

Table 1: Hyperparameter tuning results for LSTM and GRU 

Model 
Layer 1 
Units 

Dropout 
1 

Layer 2 
Units 

Dropout 
2 

Learning 
Rate 

Best Validation 
Loss 

LSTM 96 0.2 64 0.4 0.01 0.0005149006 

GRU 96 0.1 128 0.1 0.001 0.0005190244 

 
Based on the tuning results, the LSTM model has 96 units in the first layer and 64 units in the second layer, with a 

dropout of 0.2 and 0.4, and a learning rate of 0.01. Meanwhile, the GRU model has 96 units in the first layer and 128 
units in the second layer, with a dropout of 0.1 for both layers, and a learning rate of 0.001. Both models use the 
Adam Optimizer and the Mean Squared Error (MSE) loss function to minimize prediction errors. From the validation 
results, the LSTM model has a best validation loss of 0.0005149006, slightly better than the GRU model with a best 
validation loss of 0.0005190244. 

2.5. Model Training 

After obtaining the best hyperparameters, the LSTM and GRU models were trained using the processed dataset. 
Training was carried out for 50 epochs with a batch size of 16 and using Mean Squared Error (MSE) as the loss 
function. The optimizer used was Adam with a tuning learning rate. To prevent overfitting, early stopping was 
applied, which stops training if the validation loss does not improve after 5 epochs, and ReduceLROnPlateau to adjust 
the learning rate when the model stagnates. The training data consists of 80% of the data, while the remaining 20% is 
used for validation. 

2.6. Model Evaluation 

Model evaluation is performed using the Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean 
Absolute Percentage Error (MAPE), and R² Score metrics to measure the model's performance in predicting Ethereum 
prices. These metrics are used to determine how far the prediction results are compared to the actual value (Chicco et 
al., 2021). RMSE measures the root of the mean squared error, where the smaller the RMSE value, the better the 
model's performance (Kambezidis, 2021). MAE calculates the average of the absolute errors between the predicted 
and actual values without considering the direction of the error (Karunasingha, 2022). Meanwhile, MAPE is used to 
determine the percentage of prediction error to the actual value, with smaller values indicating higher accuracy (Kim 
and Kim, 2016). The R² Score measures how well a model can explain variation in the data, with values closer to 1 
indicating a better model in explaining stock price patterns (Spüler et al., 2015). Here is the formula used to calculate 
this evaluation: 
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Where    is the actual value,  ̃  is the predicted value,  ̅  is the average of the actual values and   is the number of 

samples. 

3. Results and Discussion 

3.1. Model Training Results 

The comparison of loss during the training and validation process for the LSTM and GRU models will be shown in 
Figure 2. 

 
Figure 2: Comparison of training and validation loss on LSTM and GRU models 

 
At the beginning of training (epochs 0–5), the training loss for both LSTM (blue line) and GRU (red line) models 

shows a drastic decrease, indicating that both models are rapidly learning patterns from the data. However, LSTM 
shows a sharper decrease than GRU. After epoch 5, the loss movement starts to stabilize and approaches a minimum 
value. However, the validation loss of LSTM (dashed cyan line) shows some spikes at the beginning of training, 
which could indicate temporary overfitting. In contrast, the validation loss of GRU (dashed orange line) is more stable 
throughout training. In the later epochs (10–25), both LSTM and GRU show almost flat losses, indicating that the 
models have reached a point of convergence. GRU appears to have a lower loss than LSTM, indicating better 
performance in minimizing errors. 

3.2. Model Evaluation 

The evaluation results of Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Absolute 
Percentage Error (MAPE), and R² Score are presented in the following table: 

Table 2: LSTM and GRU model evaluation results 
Model RMSE MAE MAPE (%) R² Score 

LSTM 0.0265 0.0193 18.08 0.9282 

GRU 0.0234 0.0168 18.17 0.9442 

 
From the evaluation results above, it can be seen that the GRU model has a smaller RMSE (0.0234) than LSTM 

(0.0265). The lower RMSE (Root Mean Squared Error) value indicates that the GRU model has a smaller prediction 
error rate than the LSTM model. In addition, the MAE (Mean Absolute Error) value of the GRU model of 0.0168 is 
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also smaller than LSTM which has an MAE of 0.0193. This shows that on average, the absolute error in Ethereum 
price prediction is smaller in the GRU model compared to LSTM. In terms of MAPE (Mean Absolute Percentage 
Error), the LSTM model is slightly better than GRU, with a value of 18.08% compared to 18.17%.  

Although the difference is small, this indicates that in some scenarios, the LSTM model is able to provide a lower 
relative error rate to the actual value than GRU. In terms of R² Score, which measures how well a model can explain 
variations in the data, the GRU model has a value of 0.9442, higher than LSTM which only reached 0.9282. A higher 
R² value indicates that the GRU model is better able to capture patterns from Ethereum's historical data, thus 
providing better predictions. Based on the results of this evaluation, the GRU model shows superior performance 
compared to LSTM in terms of RMSE, MAE, and R² Score, although it is slightly inferior in MAPE. Thus, the GRU 
model can be said to be a more accurate model in predicting Ethereum prices in this study. 

3.3. Comparison of Actual Prices with Predictions 

A comparison between the actual price and the predictions generated by the LSTM and GRU models in predicting 
stock price movements will be shown in Figure 3. 

 

 
Figure 3: Comparison of actual and predicted price movements 

 
Overall, the predicted price lines (LSTM in dashed blue and GRU in dashed red) have very similar movements to 

the actual price line (green). Both models are able to follow the up and down patterns of the actual price very well. 
Although there are some points where the predicted price is slightly different from the actual price, especially when 
there is a sharp change in trend, the difference is relatively small. This shows that both LSTM and GRU can capture 
the price movement pattern with high accuracy. In addition, to see the direct relationship between actual prices and 
predicted prices and the extent to which the model follows the actual price trend will be shown in Figure 4. 
 

 
Figure 4: Relationship between model predictions and actual values 
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The results of Figure 4 show that the GRU Model has a denser distribution of points on the diagonal line compared 
to LSTM, indicating that GRU produces more accurate predictions with smaller errors. The prediction movement 
follows a linear pattern, indicating that the model is able to capture stock price trends well. The results of the 
prediction errors and to see if there are any patterns in the errors that indicate bias in the model will be displayed in 
Figure 5. 

 
Figure 5: Model Prediction residual distribution 

 
Based on Figure 5, most of the residuals are clustered around zero, which means the difference between the 

prediction and the actual price is small. The residual distribution of LSTM (blue color) looks slightly wider compared 
to GRU (red color), which indicates that the LSTM prediction has a larger error variation. The movement of GRU 
residuals is more centered around zero with a slimmer distribution, indicating that GRU is more consistent in 
producing accurate predictions. Both LSTM and GRU have residual distributions that resemble a normal distribution, 
indicating that the prediction errors are symmetrically distributed around the actual value. 

4. Conclussion 

Based on the research findings and analysis presented, this study demonstrates that both LSTM and GRU models 
are effective in predicting Ethereum prices, though GRU shows slightly superior performance overall. Through 
comprehensive hyperparameter tuning and evaluation using multiple metrics, the GRU model achieved better results 
in terms of RMSE (0.0234), MAE (0.0168), and R² Score (0.9442) compared to LSTM's performance (RMSE: 
0.0265, MAE: 0.0193, R² Score: 0.9282). Although LSTM showed marginally better performance in terms of MAPE 
(18.08% vs 18.17%), the GRU model's more stable validation loss during training and denser distribution of 
predictions around actual values indicate its greater reliability and consistency in price prediction. The visual analysis 
of residuals further supports this conclusion, showing that GRU maintains a more concentrated distribution of errors 
around zero. 
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