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Abstract

User reviews can vary widely in language and writing style, which can make accurate sentiment modeling difficult. Selecting the
right machine learning model and comparing performance between models can be challenging, given that each model has its own
strengths and weaknesses. The method used involved data collection by scraping 5000 reviews from the Google Play Store,
followed by data pre-processing including data cleaning, tokenization, stemming, and feature engineering using TF-IDF. The data
was divided into training (70%) and testing (30%) sets, with the SMOTE oversampling technique applied to address class
imbalance. Three machine learning models were used: Random Forest, Support Vector Machine (SVM), and Naive Bayes. The
results showed that the majority of reviews were positive, with a high average app rating. Word cloud analysis revealed that
“service”, “driver”, “price”, and “time” were the most frequently discussed aspects in the reviews. In terms of model
performance, SVM performed the best with an accuracy of 91.3%, followed by Random Forest (89%) and Naive Bayes (78%).
Maxim was generally well received by users in Indonesia, with the majority of reviews being positive. The SVM model proved to
be the most effective in classifying review sentiment, outperforming other models in accuracy and precision.

Keywords: Sentiment analysis, maxim application, machine learning, support vector machine (SVM), random forest, naive
bayes.

1. Introduction

In the ever-evolving digital era, ride-hailing apps have become an integral part of the daily lives of urban
Indonesians. One of the emerging players in this industry is Maxim, an app that offers a variety of transportation and
delivery services (Nurhalifah et al., 2023). Maxim’s presence in the competitive Indonesian market has elicited a
variety of responses from users, which are reflected in their reviews on app distribution platforms such as the Google
Play Store (Panggarra and Mustika, 2024).

User reviews are an invaluable source of information for app developers and alike researchers. They provide first-
hand insights into user experiences, preferences, and areas for improvement (Sadiq et al., 2021). However, with the
large volume of reviews, manual analysis becomes impractical and prone to subjective bias. This is where machine
learning-based sentiment analysis becomes a crucial tool.

Sentiment analysis, a branch of natural language processing (NLP), allows us to automatically extract and
categorize opinions from text. In the context of app reviews, this can help identify overall sentiment trends, uncover
features that users like or dislike the most, and even detect emerging issues before they become more serious (Solangi
etal., 2018).

This research focuses on the Maxim app in Indonesia for several reasons. First, Indonesia is one of the largest
markets for ride-hailing apps in Southeast Asia (Fauzi and Sheng, 2021), with a large population and high technology
adoption rates. Second, as a relative newcomer to the market, Maxim faces unique challenges in building a user base
and competing with established players. Understanding user sentiment can be key to their growth and customer
retention strategies (Wulansari et al., 2024).

The methodology used in this study combines data scraping techniques for review collection (Li et al., 2019),
comprehensive text pre-processing, and the application of three different machine learning models Random Forest,
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Support Vector Machine (SVM), and Naive Bayes (Pranckevi¢ius and Marcinkeviéius, 2017). The use of multiple
models allows for performance comparison and provides a deeper understanding of the strengths and weaknesses of
each approach in the context of sentiment analysis.

One important aspect of this study is the handling of class imbalance, a common problem in sentiment analysis
where one sentiment category may be significantly more numerous than the others. To address this, oversampling
techniques such as SMOTE (Synthetic Minority Over-sampling Technique) are applied (Tarawneh et al., 2020),
ensuring that the trained models can accurately recognize and classify all sentiment categories.

Furthermore, this study not only aimed to classify sentiment, but also to extract key themes and specific aspects of
Maxim’s service that users commented on most frequently. This information is invaluable to product development and
customer service teams, allowing them to focus on areas that most impact user satisfaction.

The implications of this study extend beyond the context of Maxim or even the ride-hailing industry (Subriadi and
Baturohmah, 2023). The methodology and insights generated can be applied to a variety of mobile applications and
other digital platforms. In a rapidly changing digital landscape, where user feedback can influence the success or
failure of a product, the ability to quickly and accurately analyze user sentiment becomes a significant competitive
advantage.

By combining sentiment analysis, machine learning, and a deep understanding of business and social contexts, this
study aims to provide actionable and meaningful insights into the Maxim app user experience in Indonesia. The results
and methodology used are expected to contribute not only to the development of the Maxim app, but also to a broader
understanding of consumer preferences and behavior in Indonesia's growing digital economy.

2. Methodology
2.1. Data collection

In data collection, reviews were taken from users of the Google Classroom application (Alim et al., 2019; Kumar
and Bervell, 2019), namely by scraping on the Google Play Store using python to automatically scrape data from
websites (Aldabbas et al., 2020). A total of 5000 reviews were used consisting of a collection of reviews or comments
that had been labeled with sentiment.

2.2. Pre-Processing

In the data pre-processing stage, several important steps are taken to ensure that the data review is ready to be used
in sentiment analysis. In this study, data pre-processing will be carried out as shown in Figure 1.
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Figure 1: Pre-processing stages

2.2.1. Data cleaning

Data cleaning is the first step in data analysis, especially for text data. In this process, all irrelevant or insignificant
elements are removed from the text to improve the quality of the data. For example, special characters such as
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punctuation, numbers, and symbols that do not directly contribute to understanding sentiment are removed (Van der
Loo and De Jonge, 2018; Murshed et al., 2021). This is done to remove noise from the text, so that the machine
learning model can focus on more meaningful content. In addition, elements that may be irrelevant, such as double
spaces or unstructured text formats, are also cleaned.

2.2.2. Tokenization and Stemming

Tokenization is the process of breaking down text into smaller units called “tokens.” Tokens can be words, phrases,
or even characters depending on the purpose of the analysis (Song et al., 2020). In the context of sentiment analysis or
text processing in general, tokenization helps isolate important words or phrases from a text, separating them from the
larger context so they can be analyzed individually (Alyafeai et al., 2023). For example, the sentence “I like this app”
would be broken down into separate tokens: [“I”, “like”, “app”, “this”]. This process is important because machine
learning models have an easier time processing data in the form of separate tokens than in the whole text.

Stemming is the process of reducing a word to its base form or "stem" (Singh and Gupta, 2017). The goal of
stemming is to convert variations of a word with the same meaning, such as the words "run", "running", and
“running", all into "run" (Rianto et al., 2021). This process helps reduce the complexity of the text, allowing machine
learning models to recognize words with the same root as the same entity, regardless of their form. Stemming
improves efficiency and accuracy in sentiment analysis because the model does not have to deal with multiple forms
of a word that have similar meanings.

2.2.3. Feature engineering

At this stage the text is converted into a numeric vector representation using methods such as TF-IDF (Term
Frequency-Inverse Document Frequency). TF-IDF calculates how important a word in a single document is relative to
the entire corpus of review data (Ririanti and Purwinarko, 2021). The result is a feature matrix with thousands of
dimensions, where each dimension represents a word or token from the review (Naeem et al., 2022). The formulas of
TF-1DF are as follows (Xu et al., 2019):

Wt d) = tf (t;,d) xidf (t,) 1)
St (&, d) xidf (t)]
tied
idf (t;) = log (nlt) +1 @)
where:
w(t;, d) : weight of word ¢t; in document d
tf(t;,d) : frequency of word t; in document d
N : total number of documents
nt; : number of documents in which word t; appears

2.2.4. Data Splitting

In the data splitting stage, the Maxim app review data was divided into two main sets, namely, the training set and
the testing set. This division was carried out with a proportion of 70% for the training set and 30% for the testing set
(Nguyen et al., 2021). The training set is used to train the model, allowing the algorithm to learn from the data and
make generalizations, while the testing set is used to evaluate the performance of the trained model (Xu and Goodacre,
2018). This division aims to ensure that the resulting model can be objectively evaluated on data that has never been
seen before, providing an accurate indication of the model's ability to deal with real data.

2.2.5. Oversampling

Certain classes, such as negative or neutral sentiment, had a much smaller number of samples compared to other
classes. To overcome this problem, the SMOTE (Synthetic Minority Over-sampling Technique) oversampling
technique was applied (Mansourifar and Shi, 2020). SMOTE works by creating new examples of the minority class by
synthesizing data from existing examples, rather than simply copying the data. In this way, SMOTE increases the
amount of data from the underrepresented class without reducing the data from the majority class (Tarawneh et al.,
2020; Santoso et al., 2017). This technique aims to improve the balance between classes in the training set, so that the
model can be better trained to detect previously underrepresented minority classes (Xu et al., 2022).
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2.3. Modeling

2.3.1. Random Forest

Random Forest is an ensemble model that combines the results of many decision trees to improve prediction
accuracy and reduce overfitting. Each decision tree works independently, and the final result is an aggregation of the
predictions of all trees. After all decision trees are built, Random Forest votes to determine the final class of the
prediction. The class that gets the most votes from all decision trees will be the final prediction. If T is the number of
trees in the forest, then the final prediction for the input x can be expressed as y = argmax; Z]T-=1I (hi(x) = k)
where h;(x) is the prediction of the j tree for input x, and i is an indicator function that has a value of 1 if the
prediction is equal to class k and 0 otherwise (Nurbagja et al., 2023).

2.3.2. Support Vector Machine (SVM)

Support Vector Machine (SVM), works by finding a hyperplane that separates data classes with maximum margin,
making it suitable for classification problems with high feature dimensions. The formulas Support Vector Machine
(SVM) are as follows (Han et al., 2020).

1 n
SIwiF+e Y &
i=1

yiw.x;+b)=1-¢;, §=0

with the provision of:

where:

w : weight vector

b - bias

C : regulatory parameters that control the trade-off between larger margins and misclassification
& : slack variables that allow for some misclassification

X; : features of the training data

Vi : class labels from training data

2.3.3. Naive Bayes

Naive Bayes is a probabilistic model based on the principle of Bayes' theorem, assuming that features are
independent of each other. Although this assumption is rarely true in reality, Naive Bayes often gives good results in
text classification tasks.

Pr(cld) « Pr(c)l_[ Pr(w|c)
wEed

Where Pr(c|d) posterior probability that a document d included in the class ¢, a shows that the probability
Pr(c|d) is comparable to the expression on the right. Pr(c) shows how often class ¢ appears in the dataset.
[Tweq Pr(w|c) the probability of word w appearing in document d for each word w present in the document (Abbas et
al., 2019).

2.4. Model Evaluation

After the model is trained, it is evaluated using several metrics, including accuracy, precision, recall, and F1-Score.
Accuracy measures how often the model makes correct predictions. Precision indicates the proportion of correct
predictions of a particular class compared to the total predictions for that class. Recall measures how well the model
finds all instances of a particular class. F1-Score is a compromise between precision and recall, providing a more
balanced view of the model’s performance when there is class imbalance. The formulas accuracy, precision, recall,
and F1-Score are as follows (George and Srivindhya, 2022):

| ~ TP + TN 3)
CUracY = Tp Y FP+ FN + TN

TP 4

Recall = ()

TP+ FN
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. TP ()
Precision = m
Precision X Recall (6)

F —measure = 2 X
Precision + Recall

where:

TP : true positive

TN :true negative
FP : false positive
FN : false negative

3. Results and Discussion

3.1. Sentiment Distribution

The distribution of sentiment in Maxim app user reviews shows how reviews are divided into three categories:
Negative, Neutral, and Positive. From the analysis of 1500 reviews, the majority are in the Positive category, followed
by the Negative category, with the fewest Neutral reviews. Visualization in the form of a bar graph or pie chart helps
to clearly illustrate the dominance of positive reviews, while neutral sentiment shows a relatively low number. This
reflects the general perception of users towards the Maxim app, with a tendency to be more positive than negative or
neutral.

Distribution of sentiment

0

Figure 2: The distribution of sentiment in maxim app

3.2. App Rating

The rating of the Maxim app, based on the analyzed reviews, shows that on average users give this app a very good
rating with many giving it 5 stars. The average rating of user reviews provides an overview of the quality and user
satisfaction with the app. Although positive reviews dominate, the presence of negative reviews indicates some issues
that need to be addressed by app developers to improve the overall user experience.
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Figure 3: Rating reviews on the Maxim application

3.3. Word Cloud

The word cloud visualization shows the words that appear most often in user reviews (Ullah et al., 2019). Words
such as “service,” “driver,” “price,” and “time” were frequently mentioned in reviews, reflecting the main aspects that
users care about. The frequency of these words provides important insights into the elements of the app that users
discuss the most, both in a positive and negative context. This visualization helps understand the patterns and key

topics highlighted in reviews.
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Figure 4: Word Cloud

3.4. Model evaluation results

The results of the model evaluation including Random Forest, SVM, and Naive Bayes show that SVM provides the
best performance with an accuracy of 91%. Followed by Random Forest with an accuracy of 89%, while Naive Bayes
obtained an accuracy of 78%. However, each model shows different performance for each sentiment class.
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3.5. Confusion matrix
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Figure 5: Confusion matrix Random Forest

The Random Forest model successfully identified 560 negative reviews, 520 neutral reviews, and 463 positive
reviews, but struggled with 28 negative reviews being incorrectly classified as positive and 15 neutral reviews being
incorrectly classified as negative. This suggests that while the model is effective, there is room for improvement in
distinguishing between categories.

Confusion Matrix - SVM

@
2 500

[+]

(=]

(7]

=
400

T _
5 % - 300

S 2

’_

- 200

@

2
p= - 100

v

e

|
Neutral Positive
Predicted Label

|
Negative

Figure 6: Confusion matrix SVM

This model shows quite good performance with a high level of accuracy, but there are still some prediction errors.
For the Negative class, the model is able to correctly classify 570 samples out of 603 samples that are actually
negative, but there are still 28 samples that are misclassified as Positive and 5 samples as Neutral. In the Neutral class,
out of 550 neutral samples, 529 samples are correctly classified, while 14 samples are misclassified as Negative and 7
samples as Positive. For the Positive class, out of 579 samples that are actually positive, the model is able to correctly
classify 483 samples, but there are significant errors where 86 samples are misclassified as Negative and 10 samples
as Neutral. The largest prediction error occurs in the Positive class which is often misclassified as Negative.
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Confusion Matrix - Naive Bayes
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In the Negative class, the model was able to correctly classify 423 samples out of 603 samples, but there were 165
samples that were misclassified as Neutral and 15 samples as Positive. The Neutral class performed better, where out
of 550 samples, 511 samples were correctly classified, while 31 samples were misclassified as Negative and 8 samples
as Positive. The largest error occurred in the Positive class, where out of 579 samples, only 418 were correctly
classified, while 55 samples were misclassified as Negative and 106 samples were misclassified as Neutral. The
largest error of the Naive Bayes model was seen in the difficulty of distinguishing between the Neutral and Positive
classes, with many Positive samples being miscategorized as Neutral.

3.6. Model Performance Analysis
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Figure 8: Model performance evaluation

Based on the results of the model performance evaluation, Random Forest showed an accuracy of 89%, with a
precision of around 89.5%, a recall of 89%, and an F1-Score of 89%. This indicates that this model has a fairly good
performance in classifying sentiment from user reviews. Although the error rate is relatively low, there is little
difference between precision and recall, indicating that this model is quite balanced in detecting existing classes.
Meanwhile, Support Vector Machine (SVM) recorded the highest accuracy, which was 91.3%, with a precision above
91.6%, and recall and F1-Score were also around 91.3%. This shows that SVM has very good performance compared
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to other models, and is able to separate sentiment classes accurately. Naive Bayes has an accuracy of 78%, which is
lower than the other two models. Although the precision reaches 81%, the lower recall and F1-Score values indicate
that this model tends to be less than optimal in handling complex sentiment class distributions.

4. Conclusion

The sentiment distribution shows a predominance of positive reviews and generally high app ratings, with many
users giving 5 stars. A comparison of the performance of machine learning models revealed that Support Vector
Machine (SVM) performed best in classifying sentiment, with an accuracy of 91.3%. Random Forest also performed
well with an accuracy of 89%, while Naive Bayes, although with a lower accuracy (78%). Overall, this study not only
provides a comprehensive picture of user perceptions of the Maxim app in Indonesia, but also demonstrates the
effectiveness of machine learning techniques in sentiment analysis.
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